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Abstract

A new method is developed for evaluating the error probability (Pe) for Direct
Sequence, Code Division Multiple Access (DS/CDMA) wireless systems that includes
the effects of shadowing and fading. The method is based on saddle point integration
(SPI) of the test statistic’s moment generating function (MGF) in the complex plane.
The SPI method is applicable to both ideal and wireless channels. For wireless channels,
a Padé approximation (PA) of the MGF, which is derived from the moments of the
channel’s shadowing and fading distributions, allows efficient evaluation of the Pe. The
SPI method can be used to model independent channels using separate shadowing and
fading moments for each individual channel. The relative error between the probability
density function (PDF) of the composite variate representing log-normal shadowing and
Rayleigh fading and the PDF found from the inverse Laplace transform of the PA is
negligible. Results show that log-normal shadowing increases the Pe by 100% to 1000%
compared to channels exhibiting fading only.

1 Introduction

Much research effort has been directed towards the performance evaluation of Direct Se-

quence, Code Division Multiple Access (DS/CDMA) communication systems during the

past two decades. Methods for computing the error probability, Pe, for DS/CDMA systems

have been proposed for both ideal channels [14], [13], [16], [18], and fading channels [3], [4].



Recently, DS/CDMA models have been improved to include the effects of channel coding

and multiuser receivers [10], [11], [12]. It is well known that wireless channels are affected by

shadowing, which is a long-term variation in the mean envelope averaged over several wave-

lengths, in addition to fading [17]. Due to the mathematical complexity, previous methods

for computing the Pe for wireless channels have not included the effects of both shadowing

and fading. In this paper, we develop a new method for evaluating error probabilities for

DS/CDMA wireless systems including the effects of shadowing as well as flat fading. In the

process, we also present the method for ideal channels.

Saddle point integration (SPI) is used to efficiently evaluate chip-asynchronous, DS/CDMA

error probabilities. SPI is based on numerical contour integration of the test statistic’s mo-

ment generating function (MGF) in the complex plane. The SPI method has been used

to compute the error probability resulting from intersymbol and cochannel interference [6],

radar detection probabilities [7], and K-distributions [5]. SPI is superior to the character-

istic function method presented in [3] because it is less susceptible to roundoff error due to

the integrand oscillations, and this property is particularly valuable for automated system

modeling tools.

We use Padé approximations (PAs) [1] [2] to model the effects of shadowing and flat fading

channels. The unconditioned MGF, averaged over the shadowing and fading distributions,

is approximated by its PA. This PA is determined from the moments of the shadowing and

fading distributions. In this work, we consider mean envelope, log-normal shadowing as well

as Rayleigh and Ricean fading. However, the model is applicable to any channel given the

exact moments of the shadowing and fading distributions. The SPI method is completely

general and does not place any restrictions on the channel statistics. Independent channels

can be modeled using separate shadowing and fading moments for each individual channel.

As a result, one can model different types of channels simultaneously such as Rayleigh fading

with shadowing and Ricean fading without shadowing.
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Previous results in the literature have considered the average Pe based on the statistics

of the source, channel, and additive white Gaussian noise (AWGN). However, the systems

engineer must also determine the worst case Pe when analyzing a wireless communication

system for a particular environment. For the reverse link from the mobile station (MS) to the

base station (BS), we compare the average and worst case Pe given rectangular chips where

the average Pe is determined by modeling the multiple access interference (MAI) sources

with asynchronous chips while the worst case Pe is found assuming synchronous chips for

the MAI sources. This analysis does not apply to the forward link from the BS to the MS in

cellular DS/CDMA, which is also synchronous, because the separate information sequences

are spread at the BS with orthogonal, Walsh-Hadamard sequences prior to transmission.

This paper is organized as follows. In section 2, we present the chip-asynchronous

DS/CDMA system model. The SPI method is derived for random signature sequences for

ideal channels in section 3 and wireless channels with shadowing and fading in section 4.

Finally in section 5, we present numerical results which evaluate the error probabilities for

all channel models.

2 System Model

Consider l = 0, 1, · · · , L co-channel, DS/CDMA sources where each source transmits with a

periodic code of length/period N. For a chip period of Tc, the resulting symbol rate is 1/T

with T = NTc. The baseband signal transmitted by the lth source is

sl(t) = al

∞∑

k=−∞
il[k]hl(t− kT ) (1)

where al is the transmitted signal amplitude, il[k] ∈ {+1,−1} is the equally likely, infor-

mation symbol modulated using binary phase shift keying (BPSK), and hl(t) is the chip
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sequence

hl(t) =
N−1∑

n=0

bl[n]p(t− nTc). (2)

The signature sequence, bl = [bl[0], ..., bl[N−1]]T , bl[k] ∈ {+1,−1}, specifies the pseudo noise

(PN) sequence employed by the lth transmitter to spread the information symbol. The chip

waveform, p(t), is supported on the interval [0, Tc] and has normalized energy,
∫ Tc
0 p2(t)dt = 1.

The signal from each source is transmitted over an ideal or wireless channel, and the

sum of the reference signal (l = 0) and MAI signals (l = 1, · · · , L) is also corrupted with

AWGN. The amplitude attenuation introduced by the channel from the lth transmitter to

the reference receiver is αl, while θl represents the phase offset. The received baseband signal

for a chip-asynchronous DS/CDMA system model is

r(t) = a0α0

∞∑

k=−∞
i0[k]h0(t− kT ) +

L∑

l=1

alαl cos(θl)
∞∑

k=−∞
il[k]hl(t− kT − εl) + w(t). (3)

The first term is the desired signal, the second term is the MAI noise produced by the L

additional transmitters, while the last term is AWGN with zero mean and power density

N0/2. In our work, we assume perfect phase coherence (θ0 = 0) and chip synchronization

(ε0 = 0) for the reference source, and random phase coherence (θl) and chip offsets (εl) for

each of the MAI sources. The reference receiver in figure 1 is a continuous-time matched

filter, matched to the transmitter’s chip pulse, followed by a discrete-time correlator that

correlates the output of the matched filter with the reference receiver’s signature sequence.

Without loss of generality, assume that the current information symbol sent by the reference

transmitter, i0[k], is +1. The test statistic for the signal received from the lth source with

asynchronous chips is

zl = alαl cos(θl)βl. (4)

Assuming p(t) is rectangular, the random variable βl, which represents the cross-correlation
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between the signature sequences of the lth MAI source and the reference source, is

βl = τl{
jl∑

n=0

il[k − 1]bl[n− jl − 1]b0[n] +
N−1∑

n=jl+1

il[k]bl[n− jl − 1]b0[n]}+

(1− τl){
jl−1∑

n=0

il[k − 1]bl[n− jl]b0[n] +
N−1∑

n=jl

il[k]bl[n− jl]b0[n]}

= τl{
jl∑

n=0

ζl,n,1 +
N−1∑

n=jl+1

γl,n,1}+ (1− τl){
jl−1∑

n=0

ζl,n,2 +
N−1∑

n=jl

γl,n,2} (5)

where εl = (jl + τl)Tc, jl is the discrete, random code offset, τl is the normalized chip offset

uniformly distributed over [0, 1], and bl[n − jl] = bl[N + n − jl] for n − jl < 0. In this

paper, we choose to model random signature sequences where the chips are equally likely

with bl[n] ∈ {+1,−1}. With equally likely MAI information symbols and random signature

sequences, the intermediate values ζl,n,1, γl,n,1, ζl,n,2, and γl,n,2 are iid binary random variables

equally likely to assume values (±1). To model MAI sources with synchronous chips, we set

θl = 0 and τl = 0 such that zl = alαl{∑jl−1
n=0 ζl,n,2 +

∑N−1
n=jl

γl,n,2}. With this chip asynchronous

model and independent sources, we can analyze the reverse link. The model is easily extended

to the forward link by considering the sum of multiple, chip synchronous sources being

transmitted over a single channel to the receiver.

3 Ideal Channels

Before considering the more difficult case of wireless channels, we first derive an expression

for the Pe using the SPI method for a DS/CDMA system with ideal channels where the

channel attenuation, αl, is deterministic. For this system model with L MAI sources, the

probability of error is given by

Pe = Pr(r = z0 +
L∑

l=1

zl + w < 0 | i0[k] = +1) =
∫ 0

−∞
p(r)dr (6)

where r and w are the test statistics of the received signal and the AWGN, respectively, and

p(r) is the probability density function (PDF) of r. In order to avoid difficulties in evaluating
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the PDF of the MAI, the SPI method calculates the Pe from the MGF of r along a suitable

contour in the complex plane. Since z0, zl, and w in (6) are independent, the MGF of r, as

defined in [6], is

H(u) = E{e−ru} =
∫ ∞

−∞
e−rup(r)dr = γ(u)

L∏

l=1

ηl(u)Hw(u) (7)

where γ(u), ηl(u), and Hw(u) represent the MGFs of the reference signal, the lth MAI signal

and the Gaussian noise, respectively. The Pe can be recovered using (6) and the inverse

Laplace transform of H(u) yielding

Pe =
∫

C∓
u−1H(u)

du

2πj
+





1 conditioned upon i0[k] = −1

0 conditioned upon i0[k] = +1
(8)

where j =
√−1 and C+ (C-) is a vertical contour in the complex u plane that crosses the

real u axis in the right (left) half plane. Conditioned upon i0[k] = −1, the contour integral

in (8) evaluates to a result between -1.0 and 0.0 producing a value for the Pe between 0.0

and 1.0.

Next, we derive the MGFs for the reference signal, an individual MAI signal, and the

AWGN in order to evaluate the Pe given in (8). Because we assume perfect synchronization to

the reference signal, z0 is deterministic, and we find γ(u) = E{exp(−uz0)} = exp(−ua0α0N).

The MGF of an MAI signal is

ηl(u) = E{exp(−uzl)} = E{e−ualαl cos(θl)βl}. (9)

Given the independence of ζl,n,1, ζl,n,2, γl,n,1, and γl,n,2 in (5), for fixed n as well as the

independence of these bivariate random variables along index n, the MGF of the lth MAI

signal is

ηl(u) = E{exp(−ualαl cos(θl)(τl{
jl∑

n=0

ζl,n,1 +
N−1∑

n=jl+1

γl,n,1}+ (1− τl){
jl−1∑

n=0

ζl,n,2 +
N−1∑

n=jl

γl,n,2}))}

= Eτl,θl
{

jl∏

n=0

Eζl,n,1
{exp(−ualαl cos(θl)τlζl,n,1)}
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N−1∏

n=jl+1

Eγl,n,1
{exp(−ualαl cos(θl)τlγl,n,1)}

jl−1∏

n=0

Eζl,n,2
{exp(−ualαl cos(θl)(1− τl)ζl,n,2)}

N−1∏

n=jl

Eγl,n,2
{exp(−ualαl cos(θl)(1− τl)γl,n,2)}}

= Eτl,θl
{cosh(uαlA)jl+1 cosh(uαlA)N−jl−1 cosh(uαlB)jl cosh(uαlB)N−jl}

= Eτl,θl
{(cosh(uαlA) cosh(uαlB))N} (10)

where A = al cos(θl)τl and B = al cos(θl)(1 − τl) for rectangular chips. The MGF of the

noise test statistic is Hw(u) = exp(1
2
σ2

wu2) where σ2
w is the variance of the AWGN.

To minimize round off error given that the MGF is symmetric about the real u axis, we

follow Helstrom and Ritcey [7] and rewrite the integral in (8) as

Pe =
∫ c+j∞

c−j∞
eΦ(u) du

2πj
(11)

where the “phase” is Φ(u) = ln(u−1H(u)). Substituting the MGFs, the phase for random

signature sequences received over ideal channels is given by

Φ(u) =
L∑

l=1

ln(Eτl,θl
{(cosh(uαlA) cosh(uαlB))N}) +

1

2
σ2

wu2 − a0α0Nu− ln u. (12)

The Bromwich contour in (11) is chosen to cross the real u axis at the saddle point, u0, where

Φ′(u0) = 0. We use Newton-Raphson to numerically determine the saddle point. The first

and second derivatives of the phase, which are required for the Newton-Raphson calculation,

are

Φ′(u) = N
L∑

l=1

Eτl,θl
{(αlA) tanh(uαlA) + (αlB) tanh(uαlB))}+ σ2

wu− a0α0N − u−1

Φ′′(u) = N
L∑

l=1

Eτl,θl
{(αlA)2sech(uαlA) + (αlB)2sech(uαlB))}+ σ2

w + u−2. (13)

For ideal channels, we evaluate Eτl,θl
{} in (12) and (13) numerically by averaging uniformly

over 0 ≤ τl < 1 and 0 ≤ θl < 2π.
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Relocating the contour to the saddle point, the probability of error becomes

Pe =
∫ u0+j∞

u0−j∞
eΦ(u) du

2πj
. (14)

From Rice [15], we use the trapezoidal rule which is best for infinite integrals of analytic

functions to numerically compute the integral in (14). The initial step size in the trapezoidal

integration is chosen to be ∆v = (2/Φ′′(u0))
1/2 where the step size is halved until the

difference between the last two Pe estimates is less than some prescribed error tolerance.

This error tolerance determines the accuracy and efficiency of the algorithm. Bounds on the

truncation error can be developed by applying the results of the appendix in [6].

4 Wireless Channels With Shadowing and Flat Fading

Next, we extend the results for ideal channels from the previous section to wireless channels.

To model the random effects of wireless channels, we replace the deterministic attenuation

with a product of random variables, αl = ΩlRl, where Ωl and Rl represent the shadowing

and flat fading, respectively. As a result, we must re-evaluate the MGFs for the reference

signal, γ(u), and the MAI signals, ηl(u), where the ”expectation” in the MGF is now taken

with respect to the shadowing and fading distributions in addition to the chip and phase

offsets.

4.1 Reference Signal

For the reference signal, the unconditioned MGF for a wireless channel is

γ(u) = EΩ0R0{exp(−ua0Ω0R0N)}

=
∫ ∞

0

∫ ∞

0
exp(−ua0Ω0R0N)pΩ0(Ω0)pR0(R0)dΩ0dR0. (15)

A closed form expression for this term cannot be derived for the combined effects of shadowing

and fading. This motivates a more general approach based on the Padé approximation (PA)

8



technique. The [MN/MD] PA is a rational approximation of the MGF with numerator order

MN and denominator order MD. We apply a PA of the MGF constructed by matching

the moments of the shadowing and fading statistics [1] [2]. This PA technique is absolutely

critical to the development of an efficient, general purpose evaluation for wireless channels.

For each system configuration, the PA for the reference signal is computed only once. Thus,

the method is computationally efficient since the MGF can then be rapidly evaluated for

any complex u. The PA is determined after expanding the exponential in (15),

EΩ0R0{exp(−ua0Ω0R0N)} =
∞∑

k=0

(−ua0N)k

k!
E{Ωk

0}E{Rk
0}

=
∞∑

k=0

(−ua0N)k

k!
µ

(k)
Ω0

µ
(k)
R0

(16)

where µ
(k)
Ω0

and µ
(k)
R0

are the kth moments of reference channel’s shadowing and fading distri-

butions, respectively. For the reference signal,

∞∑

k=0

(−ua0N)k

k!
µ

(k)
Ω0

µ
(k)
R0

= P0(u) + O(uMN+MD+1) (17)

where the [MN/MD] PA, P0(u), is

P0(u) =
g0

∏MN
i=1 (u− z0,i)∏MD

j=1(u− p0,j)
. (18)

In (18), g0 is the overall gain, and z0,i and p0,j are the ith zero and jth pole, respectively, for

the PA of reference signal 0.

4.2 Shadowing

The compute the PA in (17), we first need to determine the moments of the shadowing

distribution. We assume mean envelope shadowing in (17) by modeling the mean envelope

as a log-normal variate [17]. A log-normal variate, Ω, is given by Ω = 10X/10 = eξX where

ξ = loge(10)/10 and X is normal, N(µX ,σX). The PDF of Ω is

p(Ω) =
1

ξΩσX

√
2π

exp(−(10 log10(Ω)− µX)2/(2σ2
X)) (19)
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with moments

µ
(k)
Ω = E{Ωk} = E{exp(ξXk)} = exp(kξµX + (ξkσX)2/2). (20)

4.3 Flat Fading

The evaluation of the PA in (17) also requires the moments of the fading distribution. For

Rayleigh fading with Gaussian variance σ2, the PDF for R ≥ 0 is

p(R) =
R

σ2
exp(−R2/2σ2) (21)

and the moments are

µ
(k)
R = (2σ2)

k
2 Γ(1 +

k

2
). (22)

The Gamma function, Γ(p), is defined for p > 0 as Γ(p) =
∫∞
0 tp−1e−tdt with Γ(1/2) =

√
π

and Γ(3/2) =
√

π/2. When p is an integer, Γ(p) = (p− 1)!.

Likewise for Ricean fading with specular parameter, s, and Gaussian variance σ2, the

PDF for R ≥ 0 is

p(R) =
R

σ2
exp(−(R2 + s2)/2σ2)I0(

Rs

σ2
) (23)

where I0(p) is the modified Bessel function of order zero defined for p ≥ 0 as

I0(p) =
∞∑

k=0

(p/2)2k

k!Γ(k + 1)
. (24)

We compute the moments for Ricean fading, µ
(k)
R , using the efficient recursion from Hel-

strom [8].

4.4 MAI Signals

Like the reference signal, each MAI signal is independent and subjected to shadowing and

flat fading. Setting τ = τl, θ = θl, Ω = Ωl and R = Rl, the MGF for each MAI signal in (10)
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is

ηl(u) = Eτ,θ,Ω,R{(cosh(uΩRA) cosh(uΩRB))N}. (25)

To evaluate (25), we must symbolically raise the ”cosh” to a power,

(cosh(uαA) cosh(uΩRB))N = [
1

2
cosh(ua cos(θ)ΩR) +

1

2
cosh(ua cos(θ)ΩR(1− 2τ))]N

= [
1

2

∞∑

k=0

(ua cos(θ)ΩR)2k(1 + (1− 2τ)2k)

(2k)!
]N

= [
∞∑

k=0

w2k(uΩR)2k]N =
∞∑

k=0

v2k(uΩR)2k (26)

where w2k is an intermediate variable and Miller’s algorithm [2], [9] is used to evaluate the

desired resulting coefficients, v2k. Miller’s algorithm is an efficient method for raising a

polynomial, f(z) =
∑∞

n=0 cnzn, to an integer power, W (z) = [f(z)]k =
∑∞

n=0 vnz
n, by setting

v0 = c0 = 1 and computing

vn =
1

n

n∑

m=1

[(k + 1)m− n]cmvn−m n = 1, 2, · · · . (27)

Substituting (26) into (25) gives

ηl(u) =
∞∑

k=0

Eτ,θ{v2k}µ(2k)
Ω µ

(2k)
R u2k (28)

where µ
(2k)
Ω = E{Ω2k} and µ

(2k)
R = E{R2k}. For wireless channels, we evaluate Eτl,θl

{v2k}
in (28) numerically by averaging uniformly over 0 ≤ τl < 1 and 0 ≤ θl < 2π. After averaging

the first MN + MD + 1 terms of the infinite sum in (28), we only need to compute a single

[MN/MD] PA, Pl(u), as in (17) for each channel.

Under the assumption that each source’s test statistic is independent including the gain,

the phase and its first two derivatives, used to evaluate the Pe (14) and the saddle point, are

Φ(u) =
L∑

l=0

ln(Pl(u)) +
1

2
σ2

wu2 − ln u (29)

Φ′(u) =
L∑

l=0

MN∑

i=1

(u− zl,i)
−1 −

MD∑

j=1

(u− pl,j)
−1 + σ2

wu− u−1 (30)
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Φ′′(u) =
L∑

l=0

−
MN∑

i=1

(u− zl,i)
−2 +

MD∑

j=1

(u− pl,j)
−2 + σ2

w + u−2. (31)

4.5 Padé Approximation Order

The PDF can be determined from the inverse Laplace transform of the MGF or its PA.

In table 1, we evaluate the effectiveness of the PA by comparing the PDF at location x of

a composite variate including Rayleigh fading and log-normal shadowing computed using

Gauss-Laguerre (GL) integration, PDFGL(x), with the approximate PDF estimated from

the corresponding PA, PDFPA(x). For the analysis, we set σ2 = 1.0 in (21) for the Rayleigh

fading, and µX = 0 and σ2
X = 1 in (19) for the log-normal shadowing. Defining the relative

error, ERel(x), as

ERel(x) = 100% ∗ |PDFGL(x)− PDFPA(x)|/PDFGL(x), (32)

the results from table 1 show that the maximum relative error for a [4/6] PA for the points

evaluated is 0.10389% which is negligible. Increasing the PA order from [4/6] to [10/12] only

decreases the maximum relative error for x = 3.6 from 0.10389% to 0.10367%.

Next, we evaluated the performance of the SPI method using various PA orders by

comparing the results to Monte Carlo simulations. In this analysis, we found that order

[6/8] PAs are required to match the results from Monte Carlo simulations. For the case of

Ricean fading channels without shadowing, a small increase in accuracy can be achieved in

some scenarios by increasing the PA order to [10/12].

5 Numerical Results

In this section, we use the SPI method to evaluate the Pe for both ideal and wireless channels.

In the figures, the value of Eb/N0 refers to the reference receiver and is defined to be

Eb/N0dB = 10 log10(N
2E{α2

0}a2
0/(2σ

2
w)) (33)
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with σ2
w = N0/2. Without loss of generality, we choose to model equal transmitted powers

and channel statistics for each of the sources. For the channel attenuation of ideal channels,

we set αl = 1. For both Rayleigh and Ricean fading channels, the Gaussian variance used

to compute the moments (22) is set to σ2 = 0.5. For examples with fixed Rice factor, K,

we choose K = 10 log10(s
2/(2σ2)) = 6 dB where s is the specular parameter given in (23).

For macrocells, a typical value for the standard deviation associated with the log-normal

shadowing is 8 dB [17]. For the following examples with fixed shadowing statistics, we set

σΩl
= 8 dB for each of the channels. For all wireless channel models, the numerator and

denominator orders for the PAs are MN = 6 and MD = 8. The error tolerances used for the

numerical integration for ideal and wireless channels are 1e-9 and 1e-5, respectively.

First, we compare the Pe for all channel models while varying the numbers of sources and

code lengths. In figure 2, we compare the results for code lengths of N = 31 with L = 2 MAI

sources. Likewise, the results for code lengths of N = 511 with L = 2 and 10 MAI sources

are given in figures 3 and 4, respectively. These results indicate that shadowing increases

the Pe by a factor between 2 and 4 for Rayleigh channels and between 2 and 10 for Ricean

channels. In each of the figures, the results for the wireless channels are all subject to an

error floor. In figures 3 and 4, the Pe for ideal channels do not hit an error floor, while in

figure 2, the Pe for the ideal channel is beginning to break towards an error floor. Since the

MAI sources are all chosen to have transmitted powers equivalent to the reference source,

the error floor is caused by multiple access interference dominating the Pe relative to the

AWGN. Therefore, the Pe for ideal channels is more likely effected by the AWGN while the

MAI contributes more significantly to the Pe for wireless channels.

Next, we compare the Pe results for asynchronous and synchronous chips for ideal chan-

nels, Rayleigh fading channels with shadowing and Ricean fading channels with shadowing.

For rectangular chips, the Pe for synchronous chips is equivalent to the upper bound for

asynchronous chips for the case of the reverse link. The error probability is greatest for syn-
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chronous chips (τl = 0) because the cross-correlation between the reference and MAI chips,

and therefore the interference, is maximized. This comparison is important because, when

designing a wireless system, the system engineer must meet requirements for both average

and upper bound error probabilities. In figure 5, we present results for L = 2 MAI sources

and N = 31 random signature sequences. The error probabilities for N = 511 random se-

quences and L = 2 and 10 MAI sources are given in figures 6 and 7, respectively. Intuitively,

one expects to observe a large difference in the average and upper bounds. For wireless

channels, we observe that the error floors for synchronous chips are 2 to 10 times that of

asynchronous chips at higher values of Eb/N0. However, the difference is considerably less

for the lower values of Eb/N0. For ideal channels, we see from figure 5 that the Pe differ-

ence can be at least two orders of magnitude. For long code lengths and small numbers of

MAI sources in figure 6, the average Pe and upper bound do not vary significantly for ideal

channels. From these results, we see that the difference of the average Pe with the upper

bound depends upon the contribution of the AWGN versus the MAI on the error probability.

For both ideal and wireless channels, the difference is minor in the region of Eb/N0 where

the AWGN dominates the Pe but becomes significant when the MAI is the major source of

interference. In figure 6, the two curves for ideal channels are completely influenced by the

AWGN and therefore almost identical. In figure 7 for ideal channels, the additional sources

lead to a higher contribution of the MAI. As a result, we see that the difference between

the average Pe and the upper bound for ideal channels is more significant when compared

to figure 6. By reducing the code lengths from 511 to 31, the contribution of the MAI is

even more pronounced leading to the largest difference in the average Pe and upper bound

for ideal channels in figure 5. This result applies to wireless channels as well, but since the

Pe is primarily affected by the MAI, the average Pe and the upper bound are similar only

for lower values of Eb/N0.

Since the SPI method is computationally efficient, it allows one to search various system
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scenarios to locate specific operating points. For example, in figure 8 we determine the code

lengths required to provide a Pe of 0.005 for a range of MAI sources. In order to ensure

that we are considering the effects of the error floor only, all sources are operating with

Eb/N0 →∞ dB. In the figure, we consider all channel combinations of Rayleigh and Ricean

fading with and without shadowing. Given the increased Pe found in figures 2 through 4,

it is not surprising the code lengths for the channels with shadowing must be 5 to 10 times

longer than channels without shadowing to achieve a comparable error probability. It is also

interesting to note that the curves are linear allowing one to infer code lengths required for

larger numbers of MAI sources.

In figure 9, we compare the Pe versus L for N = 511 chips as Eb/N0 → ∞ dB. Again,

we are comparing the error floors for the various system scenarios. The results indicate that

increasing the number of MAI sources from 2 to 10 increases the Pe in the range from 5 to

10 for all channel models. However, for a domain of L = 10 to 30, the Pe only increases by a

factor of 2 to 5. From this figure, we also see that the effects of shadowing increase the Pe by

a relatively constant value over a wide range of L. For Rayleigh fading, shadowing increases

the Pe by 3.9 for L = 2 and 3.0 for L = 30. Likewise, for Ricean fading, the increase in the

Pe due to shadowing is 8.9 for L = 2 and 8.8 for L = 30.

Instead of varying L for a fixed N , we next vary N for L = 10 MAI sources as Eb/N0 →∞
dB in figure 10. For shorter code lengths, a small increase in N yields a large decrease in the

Pe. For N ≥ 350, we see only a minor improvement in the Pe for longer code lengths for all

wireless channel models. Again, the increase in Pe due to shadowing is relatively constant

over a large range of code lengths for both Rayleigh and Ricean fading.

In the last figure 11, we analyze the relationship between the standard deviation of the

shadowing, σΩ, and the Pe for channels with Ricean fading and varying values of the Rice

factor K. In this example, N = 511, L = 2 MAI sources, and Eb/N0 = 10 dB. For macrocells

and microcells, studies indicate that the shadowing σΩ varies from 5 dB to 12 dB and 4 dB
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to 13 dB, respectively [17]. From the figure, we observe that most of the changes in the Pe

occur within these ranges of σΩ values. For σΩ < −5 dB, the Pe approaches an asymptotic

value equivalent to wireless channels which only exhibit fading. For σΩ values greater than

13 dB, the receiver is operating very close to Pe = 0.5. For K = 10 dB, the Pe increases by

more than two orders of magnitude from σΩ = -5 dB to 13 dB. For the 4 - 13 dB σΩ range,

we see that the Rice factor K influences the Pe much less than for wireless channels modeled

without shadowing (σΩ < −5 dB).

6 Conclusions

Evaluating error probabilities for DS/CDMA systems over wireless channels, which include

the effects of shadowing and fading, is an extremely challenging mathematical task if ap-

proached directly using PDFs. However, using PAs based on the moment matching approach,

we are able to develop a simple and computationally efficient solution by evaluating the con-

tour integral of system’s MGF. The fading and shadowing moments in the infinite series

given in (16) grow exponentially. As a result, simply truncating the infinite series leads to

large errors when evaluating the Pe. Using PAs eliminates this error by providing a rational

approximation of the infinite sum. Including the effects of shadowing in the Pe simply in-

volves multiplying individual fading moments by the shadowing moments before computing

the PA. Results show that failure to account for the shadowing term typically results in an

error in the Pe of 100% - 1000% but can be more than two orders of magnitude for channels

with Ricean fading depending on the shadowing standard deviation and the Rice factor.

The SPI method for evaluating the Pe for DS/CDMA systems over both ideal and wireless

channels proves to be efficient under both assumptions that all of the MAI sources are either

chip-asynchronous or chip-synchronous with respect to the arrival of the reference signal at

the receiver. Modeling chip-asynchronous, MAI sources occurs before evaluating the PA for

16



the system which only increases the processing time by a small percentage. From the results,

the systems engineer can expect the Pe to increase by a factor ranging between 2 to 10 when

comparing the average Pe to the worst-case Pe under the assumption of rectangular chips.

The near-far problem occurs in the reverse link where the higher received powers from

the MSs which are closer to the BS cause higher probabilities of error for the MSs which are

located further away in the cell. In cellular DS/CDMA, fast Transmission Power Control

(TPC) combats the near-far problem by controlling the transmit power for each of the MSs so

that the received powers at the BS for each MS are approximately equal. Given that neither

open-loop or closed-loop TPC can produce equal received powers for the MSs at the BS,

TPC minimizes the effects of distance, shadowing, and fading. For shadowing and fading,

TPC reduces the variances of these effects so that the true Pe will be somewhere between

the results for ideal channels and wireless channels presented in this paper for both cases of

fading only and fading with shadowing. Thus, the SPI method can be used to analyze the

contribution of the TPC errors on the Pe in the case of shadowing by using results similar to

those found in figure 11. For the particular scenario presented in the figure, we can evaluate

the effects of the TPC error on the Pe for a given shadowing standard deviation resulting

from misestimating the shadowing effect.

Finally in some wireless systems, TPC may not be practical or even desired. For ex-

ample in a battle field communications system, it may not be desired for a base station to

continuously transmit for the sole purpose of power control thereby giving away its location.

Also, TPC may not be an option in Industrial, Scientific, and Medical (ISM) bands where

multiple, independent DS/CDMA networks could be operating simultaneously. TPC may be

used for one sub-network, but the other sub-networks will be producing uncontrolled inter-

ference. Moreover, TPC does not work in peer-to-peer networks such as two- or three-way,

walkie-talkie systems in a crowded event where, again, multiple sub-networks are operating

independently. Therefore, the system designer should take into account the effects of shad-
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owing when analyzing the system Pe, and the SPI method can be used to model shadowing

in a wireless network.
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x PDFGL(x) PDFPA(x) ERel(x)

0.4 3.9891e-1 3.9894e-1 0.00885

0.8 5.8473e-1 5.8493e-1 0.03452

1.2 5.4469e-1 5.4474e-1 0.01004

1.6 3.9814e-1 3.9794e-1 0.05065

2.0 2.4934e-1 2.4923e-1 0.04370

2.4 1.4075e-1 1.4083e-1 0.05555

2.8 7.4146e-2 7.4206e-2 0.08147

3.2 3.7297e-2 3.7285e-2 0.03230

3.6 1.8162e-2 1.8143e-2 0.10389

4.0 8.6441e-3 8.6429e-3 0.01429

Table 1: Comparison of the relative error for a composite PDF with Rayleigh fading and log-

normal shadowing using Gauss-Laguerre integration and a [4/6] Padé approximation model.
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Figure 1: Reference Receiver Model.
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Figure 2: Pe vs. Eb/N0 for L = 2 MAI sources, and N = 31. Channel models include
ideal, Rayleigh fading with and without shadowing, and Ricean fading with and without
shadowing.
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Figure 3: Pe vs. Eb/N0 for L = 2 MAI sources, and N = 511. Channel models include
ideal, Rayleigh fading with and without shadowing, and Ricean fading with and without
shadowing.
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Figure 4: Pe vs. Eb/N0 for L = 10 MAI sources, and N = 511. Channel models include
ideal, Rayleigh fading with and without shadowing, and Ricean fading with and without
shadowing.
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Figure 5: Comparison of average and worst case Pe vs. Eb/N0 for L = 2 MAI sources and
N = 31 random signature sequences. Average Pe corresponds to asynchronous, rectangular
chips and worst case Pe applies to synchronous, rectangular chips. All wireless channels
include shadowing.
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Figure 6: Comparison of average and worst case Pe vs. Eb/N0 for L = 2 MAI sources and
N = 511 random signature sequences. Average Pe corresponds to asynchronous, rectangular
chips and worst case Pe applies to synchronous, rectangular chips. All wireless channels
include shadowing.
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Figure 7: Comparison of average and worst case Pe vs. Eb/N0 for L = 10 MAI sources and
N = 511 random signature sequences. Average Pe corresponds to asynchronous, rectangular
chips and worst case Pe applies to synchronous, rectangular chips. All wireless channels
include shadowing.
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Figure 8: N vs. L for wireless channels operating at Pe = 0.005 for Eb/N0 →∞ dB.
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Figure 9: Pe vs. L for wireless channels and a code length, N = 511.
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Figure 10: Pe vs. N for wireless channels and L = 10 MAI sources.
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Figure 11: Pe vs. shadowing standard deviation for various Rice factors, L = 2 MAI sources,
and Eb/N0 = 10 dB.
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